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Introduction


This chapter aims to be a guideline for regional project managers, software developers and suppliers and Value Added Network (VAN) suppliers. It presents the use of multimedia in healthcare, specially applied to the CoCo regions, and describes the general characteristics of the multimedia gateway to be implemented in the regions.





The structure of the chapter is as follows:


First, a general introduction to multimedia and multimedia in healthcare is made, so the reader can get an overview on the background and potential of multimedia in this environment.


Second, a multimedia standard review is made, in order to be used even as a glossary, where the different applicable standards and definitions are briefly described.


Third, the usage of multimedia in the regional healthcare network is advanced, together with the application areas in the CoCo projects, the way they were expressed by the commited regions.


Finally, the Multimedia gateway is described in terms of architecture, interfaces, networking and management requirements and  error handling.


Multimedia use in Healthcare


It is well known that information in real environments comes from different sources, representing multiple magnitudes in many formats or media. This diversity represents a significant threat to Information Technologies (IT) where every exchange and representation needs to follow some common rules. The existence of these rules, covering coding, protocols and data representation, makes the development of IT systems easier and secures investments assuring satisfying reuse rates. This approach, also called standardisation, is very efficient in general terms but rises severe obstacles for very specific tasks. 


The usage and application of multimedia in helthcare is a naturally growing area. The EWOS PT032 report outlines� several function where this technology may be applied:


Healthcare Functions


Diagnosis


The results of diagnostic tests may be delivered electronically to a clinician's workstation.  These may include still images (e.g. X-rays of a bone fracture), sequences of images (e.g. "slices" through a patient's brain from an MR scanner), and moving images (e.g. video from an ultrasound examination).


Treatment


Calculation of drug dosages and administration of pharmaceuticals, or positioning graphics and radiation dose calculations in radiotherapy, can be stored as multimedia objects with temporal and spatial relationships.


Surgery


There are many applications where pre-recorded diagnostic images may be used in conjunction with real-time scanner information, for example to guide the precise site of an incision.  Miniature TV cameras can be passed through catheters in micro-surgery.


Healthcare Record


Healthcare practitioners have accumulated vast amounts of heterogeneous patient-related information (notes, charts, free-hand sketches, images, etc.).  Multimedia applications offer a way of storing and indexing such heterogeneous information within a common framework.  


Teaching


Multimedia technology offers the potential for healthcare procedures such as surgical operations to be captured in a number of media simultaneously (e.g. video, endoscope, blood pressure, ECG) for subsequent playback and analysis by students.  Similarly, such records could be used as reference tools.


Research


Research institutions require to interchange information which exists in a variety of formats.  Very often the security (data confidentiality, integrity and availability) requirements are quite different from what is required in a clinical scenario.  In the clinical situation, data integrity dictates that the different media types in the patient's record should be available and accessible, so that, for example, the correct patient identification is overlaid on each image.  In research applications, confidentiality is more important and the patient identification is usually removed before the image is displayed.


Cross-function Applications


The applications listed below are examples of techniques which may be applied to any of the healthcare functions listed above.


Conferencing


Conferencing is defined here as the interactive exchange of information in real time between two or more participants.  Real-time conferencing is often used for remote consultation between clinicians.  There are several distinct types of conferencing application, the most familiar being the simple telephone call.  Other types include:


Voice conferencing, which allows multiple parties to connect to and participate in a discussion, using audio technology such as telephony or radio.


Video conferencing, which allows the presentation of many types of visual and audio information via video cameras, microphones and display stations.  Pictorial information is not necessarily transmitted in its original format - it is sent as an image.  For example, a digital X-ray is displayed on a screen and imaged by the camera rather than being transmitted in its native format.  There are refinements, including digitising whiteboards whose contents may be transmitted at the touch of a button.  High quality video conferencing requires dedicated high bandwidth links, whereas slow-scan video can work satisfactorily over two 64 kbps ISDN B-channel links.


Data conferencing allows participants to manipulate shared data in real time, typically in conjunction with voice conferencing.  An area of the computers' memory or disk storage is synchronised between two users by means of the conferencing software.  Each has control of a cursor, which moves simultaneously on both the local and remote displays.  A bearer technology such as ISDN is well suited to this type of application.


Document conferencing assumes that all participants are supplied with a copy of the conference documents (e.g. an X-ray image and report) in advance of the conferencing session.  Operations can then be performed on the remote copy of the document.


Image processing. Medical imaging uses computers to enhance, for example, digital radiographs to help locate regions of interest, thereby improving the resulting human perception of the image.  "Window and Level Adjustment" and "Histogram Equalisation" are simple forms of image processing that are widely used for contrast enhancement.  "Unsharp Masking" is widely used for spatial frequency enhancement.  False colour representations can also be used to enhance images and heighten human perception.


3-Dimensional imaging. Some medical imaging devices are capable of producing 3-D spatial image data, for example by interpolating between "slices" through an organ such as the brain.  The resulting images are presented on a conventional 2-D display, and can be rotated and otherwise manipulated in space at display time by the viewer. Although the viewer looks at 2-D images only, the impression of viewing a 3-D scene can be created by powerful depth cues such as motion parallax, surface textures, realistic lighting, and shading.  Stereoscopic displays, in which a slightly different image is presented to each eye, also provide the impression of viewing a 3-D scene.  It is becoming increasingly feasible to display images in true 3-D form, using holography.


	3-D modelling is used in the automated production of prosthetic devices.  


Multi-dimensional data. Healthcare data, especially medical image data, often consists of more than 3 dimensions.  Efficient ways of storing and handling such multi-dimensional data are desirable.  Examples of multi-dimensional image data are as follows:


Time series. Many medical imaging modalities produce a time series of related images rather than just individual single images.  These are referred to as "Multi-frame" images in the DICOM standard.


Multi-band images. An image in which more than one value is stored for each pixel is called a multi-band image.  Examples of such images are:


Colour images where three bands are used to represent colour (RGB or other colour space)


A set of images of the same object acquired with different parameter settings.  (At present, such sets are normally handled as separate or multi-frame images, but for many applications it would be more efficient to treat them as a single multi-dimensional image)


An image with several features recorded simultaneously.  This is the case for instance with ultrasound colour Doppler images where the average, maximum and variance of the blood velocity are recorded in addition to the echo signal.


Virtual reality. Advanced graphics, position and sensory processing systems allow the user to define, display, modify and control computer representations of real-world objects.  Virtual Reality systems are complex computer simulations in which visual, auditory, tactile, and other feedback combine to deceive a person's perceptual mechanisms and make them think they are entering an artificial world.  Examples abound in the fields of occupational training, physical rehabilitation and therapy, exercise and recreation, and surgical planning.


A patient about to get on an exercise bicycle in a gym could don a head-mounted motion tracking display, plug in earphones, and then seem to take a ride in the countryside complete with bumpy roads and chirping birds.  A physical therapist wearing the same type of display could see computer-generated muscles, bones and tendons superimposed on the body of the patient.  Psychologists, too, might diagnose and cure patients of phobias such as vertigo and agoraphobia without exposing them to physical danger.


Another possible application is a neurosurgery training system.  This would give the neurosurgical team a means of operating on a simulated body rather than on a live patient, animal, or cadaver.  The team could safely practice established techniques, develop new ones, react to unexpected complications, or become familiar with the brain topology of a specific patient.  Virtual Reality neurosurgical simulators may well become a means of accrediting surgeons as to their abilities, just as Flight Simulators are used to accredit airline pilots.  They may also have an important role in Continuing Medical Education (CME).


Other healthcare applications of Virtual Reality include the ability to inspect in 3-D a representation of an organ or bone structure prior to general surgery, to work out the exact procedures to be followed.  Research work is being undertaken into scenarios where, for example, a surgeon can appear to enter a patient's body, travel along blood vessels and grasp hold of objects such as gallstones


Multimedia Standards and Definitions


The buzzword Multimedia may sound like the immediate solution for all the limitations mentioned in the introduction. This is not true.


A structured and formatted electronic data interchange provides a solid transactional ground, while abstract approaches under the generic name of Multimedia will only produce confusion and probably unnecessary complexity.


In order to make a proper approach, we have to understand clearly what multimedia means.


The first definition that comes to our minds is: Multimedia is information composed of multiple monomedia. An example could be a document with text and images. 


Another (more exact) definition is provided by the EWOS PT032�  where a true multimedia object is composed of multiple monomedia linked together in terms of time and contents, like a sound movie.


It seems clear that multimedia is a concept allowing several definitions and therefore providing the flexibility we need in our intention to design the proper IT systems for the users.


Listed below are the references to the standards and publicly available specifications which are referred to in the mentioned EWSP PT032  report:


ADPCM CCITT Recommendation G.721 (1988), 32 kbit/s Adaptive Differential Pulse Code Modulation (ADPCM).


CCITT Recommendation G.722 (1988), 7 kHz Audio-coding within 64 kbit/s.


CCITT Recommendation G.723 (1988), Extensions of Recommendation G.721 


ADPCM to 24 and 40 kbit/s for Digital Circuit Multiplication Equipment (DCME) application.


CCITT Recommendation G.726 (1990), 40, 32, 24, 16 kbit/s Adaptive Differential Pulse Code Modulation (ADPCM)


CCITT Recommendation G.727 (1990), 5-, 4-, 3-, and 2-bits/sample embedded Adaptive Differential Pulse Code Modulation (ADPCM).


Bento Bento specification, V1.0d5, Apple Corporation 1995


CGM ISO/IEC 8632: 1992 (1988), Information technology - Computer graphics - Metafile for the storage and transfer of picture description information.


DAVIC Digital Audio-Visual Council DAVIC 1.0 Specification (Pts 1-12) Rev.  4, November 1995


DICOM NEMA PS 3, Digital Imaging and Communications in Medicine (DICOM), 1993.


DSMCC ISO/IEC DIS 13818-6: 1995, Information technology - Coding of moving pictures and associated audio information: Digital Storage Media, Command and Control.


DTAM-DM ITU-T Recommendation T.435 (1995): Document Transfer And Manipulation (DTAM) - Services and protocols - Abstract service definition and procedures for confirmed document manipulation.


ITU-T Recommendation T.436 (1995): Document Transfer And Manipulation (DTAM) - Services and protocols - Protocol specifications for confirmed document manipulation.


EDIFACT	ISO 9735: 1992, Electronic Data Interchange For Administration, Commerce and Transport (EDIFACT).


Fax Group 3 ITU-T Recommendation T.4 (1989), Standardisation of group 3 facsimile apparatus for document transmission.


Fax Group 4 ITU-T Recommendation T.6 (1989), Facsimile coding schemes and coding control functions for group 4 facsimile apparatus.


FTAM ISO/IEC 8571: 1988 and 1990, Information technology - Text and office systems - File Transfer, Access and Management (FTAM).


FTP Internet Standard #9 (also RFC 959), File Transfer Protocol (FTP), J. Postel and J. Reynolds; October 1985


GIF CompuServe Inc.: Graphics Interchange Format (V89a, July 1989)


H.320 ITU-T Recommendation H.320 (1993): Line transmission of non-telephone signals - Narrow-Band visual telephone systems and terminal equipment.


HL7 Health Level Seven: An application protocol for data exchange in healthcare environments, Version 2.2, 1994


HTML Internet Draft Standard, HyperText Markup Language - 2.0, RFC1866, November 1995.


HTTP Internet-Draft, HyperText Transfer Protocol-HTTP/1.0, T.  Berners-Lee, R.T. Fielding, H. Fryslik Nielsen; March 1995.


Hytime ISO/IEC 10744: 1992, Information technology - Hypermedia/Time-based structuring language (HyTime).


IMA-ADPC IMA Recommended Practices for Enhancing Digital Audio Portability Rev 3.0, October 1992


IPI ISO/IEC 12087: 1994, Information technology - Computer graphics and image processing - Image processing and interchange (IPI) - Functional specification.


Java Available at latest release via http://java.sun.com/documentation.html


JBIG ISO/IEC 11544: 1993 | ITU-T Recommendation T.82 (1993), Information technology - Coded representation of picture and audio information - Progressive bi-level image compression.


JPEG ISO/IEC 10918: 1994 | ITU-T Recommendation T.81 (1994), Information technology - Digital compression and coding of continuous-tone still images.


LD-CELP	CCITT Recommendation G.728 (1992), Coding of speech at 16 kbit/s using Low Delay Code Excited Linear Prediction (LD-CELP).


MEDICOM	ENV 12052:1995, Medical Informatics - Medical Imaging and Related Data Interchange Format Standard


MHEG ISO/IEC DIS 13522, Information technology - Coding of multimedia and hypermedia information


MHS P2 ISO/IEC 10021: 1995| ITU-T X.400 Series of Recommendations (1995), Information technology - Message Handling Systems.


MHS P1, P3, P7 ISO/IEC 10021: 1995 | ITU-T X.400 Series of Recommendations (1995), Information technology - Message Handling Systems.


MIME RFC 1521, MIME (Multipurpose Internet Mail Extensions) Part One: Mechanism for Specifying and Describing the Format of Internet Message Bodies; N.  Borenstein and N.  Freed, 1993


RFC 1590, MIME (Multipurpose Internet Mail Extensions) Part Two: Media Type Registration Procedure; J.  Postel, 1994.


MPEG-1 ISO/IEC 11172-1: 1993, Information technology - Coding of moving pictures and associated audio for digital storage media at up to about 1.5 Mbit/sec - Part 1: Systems.


ISO/IEC 11172-2: 1993, Information technology - Coding of moving pictures and associated audio for digital storage media at up to about 1.5 Mbit/sec.- Part 2: Video.


ISO/IEC 11172-3: 1993, Information technology - Coding of moving pictures and associated audio for digital storage media at up to about 1.5 Mbit/sec - Part 3: Audio.


MPEG-2 ISO/IEC DIS 13818-1: 1993 | ITU-T Draft Recommendation H.222 (1993), Information technology - Coding of moving pictures and associated audio information: Systems.


ISO/IEC DIS 13818-2: 1993 | ITU-T Recommendation H.262, Information technology - Coding of moving pictures and associated audio information: Video.


ISO/IEC DIS 13818-3, Information technology - Generic coding of moving pictures and associated audio information: Audio.


ODA ISO/IEC 8613: 1994 | ITU-T T.410 Series of Recommendations (1994) - Open document architecture (ODA) and interchange format.


PCM ITU-T Recommendation G.711 (1988), Pulse Code Modulation (PCM) of voice frequencies.


PDF Adobe Systems Inc.  Portable Document Format Reference Manual, ISBN: 0-201-62628-4 (V1.0,1993)


Addendum (V1.1),  Adobe Systems Inc.  Updates to PDRF, April 1995


PNG Portable Network Graphic Specification V1.0, http://sunsite.unc.edu/boutell/png.html (May 1995)


SGML ISO 8879: 1986, Information Processing - Text and Office Systems - Standard Generalised Mark-up Language (SGML).


SMTP Internet Standard #10 (RFC 821), Simple Mail Transfer Protocol, J.  Postel; August 1982.


Internet Standard #11 (RFC 822, RFC 1049), Format for Electronic Mail Messages; D.  Crocker, August 1982.


RFC 1652,  SMTP Service Extension for 8bit-MIME transport, July 1994


SQL/MM SC21 N97689 Working Draft of SQL Multimedia and Application Packages (SQL/MM)


STEP ISO 10303: 1994, Standard for the Exchange of Product Model Data (STEP).


T.120 ITU-T T.120 Series of Recommendations (1995): Transmission protocols for multimedia data conferencing


T.190 ITU-T Recommendation T.190 (1995): Telematic Services - Terminal Equipment and Protocols for Telematic Services - Co-operative Document Handling: Framework and Basic Services


TIFF Tiff 6.0 Specification, Adobe, June 1992


VRML Internet Draft, Virtual Reality Modelling Language, Version 1, May 1995





A more complete and detailed description can be found in the report and is outside the scope of this document


Present use of Multimedia Messages in the Regional Health Care Network


The success of a business process is usually due to a well designed workflow, where the small/specific tunings make the difference; hence, flexibility in handling information exchanges within a workflow is one of the keys to success. On the other hand, of course, the right balance of standard support guarantees an efficient life cycle. Additionally, the support is not complete unless all needed information types are covered, which in general terms is, by nature, multimedia. This issues, of course, apply definitely to the regional healthcare networks as productivity environments.


In the area of Electronic Data Interchange the most widely supported standard is UN/EDIFACT. It is composed of a well known semantic background and a list of registered messages. The fact that several messages already exist even for health care is encouraging, but nevertheless the capacity of these messages to assist a complete workflow is limited due to the lack of support for multimedia information. Let us think about any information in a proprietary format; it is unlikely -even impossible- that any standard can cover all possible data formats regarding this issue in one single definition. This is a limitation that present systems show and the objective to address by the multimedia gateway in CoCo; for this purpose, a new approach to messaging has to be made, while keeping compatibility with present implementation as high as possible.


We can conclude that the IT support for regional healthcare networks will not be complete until proper multimedia information message handling services are available.





Real-life needs for Multimedia in the Regional CoCo sites.


Within CoCo several users have already defined uses for multimedia; applications are varied:


Complementary Exploration data like ECG files can be sent within normal transactions in Italy.


Dermatological images (photographs) will be taken in home care environments by nurses using digital cameras and sent together with the rest of messages, also in Italy.


Standard EDI messages will be carried over ISDN videoconferencing during co-operative diagnosis between Greek islands.


Booking information of proprietary format will be sent together with usual edifact messages in Spain between unconnected centres, therefore using the EDI mailbox system.


Medical images (when appropriate) will accompany the conventional messages in Spanish scenarios. 





The fact that the not many users have been involved at this stage makes the extent of the description of the applications for multimedia small. Nevertheless, after the survey to be performed by the primary care link, a deeper analysis will be possible. At this point, only high level objectives and applications can mentioned; final usage also depends heavily on the gateway implementation.


Technical Approach in CoCo


Let us represent the requirements as a list of very specific facts:





Standards are needed for IT systems.


Not all standards support all (critical) workflow paths.


EDI standards are needed for solid transaction support


EDI standard UN/EDIFACT has limitations


Multimedia is a flexible concept that might solve the limitations


There are many multimedia related standards


If we are able to provide a proper definition for multimedia and an associated standard we will be able support all the missing paths in almost any workflow.


Let us then for CoCo define multimedia as anything that cannot be carried by EDIFACT segments, or simply any bulk binary information object. What we also need is a proper referencing and encoding scheme to describe the contents of this data object, which will usually be a unique identification and the applicable multimedia coding standard or format.


Luckily, EDIFACT has now a way of transporting referenced, coded bulk binary objects within an interchange�, so premises have been fulfilled. Therefore the technical approach adopted goes through the following steps: 


Standard Selection. We decided to support the ISO9735-8 Data Interchange, as well as external (ouside the EDIFACT channel) transmissions.


Multimedia Gateway Design. The elements, intefaces, data flow and integration characteristics of the multimedia gateway have to be described.


Neworking requirements have to be analyzed.


Management requirements need to studied.


Error situations have to be predicted.


Multimedia Gateway


From a technical point o view, the general scenario in which the multimedia gateway will be used is quite straightforward; the existing EDI front-end will be upgraded to handle multimedia messages, This involves several issues:


The EDI front-end needs to support the ISO 9735-8 Data Interchange in terms of structure and syntax as well as encoding.


It also needs to be able to support additional applications, which will be the site defined multimedia handlers. (.e.g. Image Viewer or forwarder)


Finally, a background process has to setup to listen to externally piped EDI messages; this is implementation dependent.





The global architecture is depicted in the figure below:


� INTEGRER PowerPoint.Slide.4  ���


Figure 1. Multimedia Gateway Architecture





The elements in the structure have following meaning:


EDI Front-end. This is the set of hardware (Usually a PC) and software provided by the VAN provider or EDI supplier/integrator for EDI service exploitation.


Message Mux. Message multiplexer; it detects standard vs. multimedia messages and activates the proper (previously configured) applications to handle them.


VAN. Value Added Network; this is a service.


External Multimedia Exchange. External exchange like a DICOM image transmission or a videoconference.


EDI Pipe. This is the entry point (e.g. daemon process) for standard messages carried over or referencing external exchanges.


Multimedia Messages. Messages contining multimedia information.


Standard Messages. Standard EDI messages.


Applications. They are responsible for handling the messages.





This structure allows two different (simultaneous, if necessary) communication channels:


The standard EDI channel over a Value Added Network (VAN)


An external exchange path over another Transfer Infrastructure (TI)





A novelty in these approach is the possibility of handling and sending references instead of information objects so the receiving gateway can decide depending on its configuration which objects to download. An example would be not transmitting an image to a site that has no viewing facilities or not enough resources for the referenced object. References will also carry the necessary information for the download, that is address (e.g. ISDN or PSTN number), identification information (like login and password, which may be temporary) and resource identifier (maybe a file name or an ANSI unique object identifier). The gateways, in their most advanced version should be able to generate the needed information and to react at reception.


Interfaces and Object handling


Viewing the figure, eight interfaces apply, which control all information flow between the participating agents:





Interface�
Type�
Involved Agents�
�
I0�
Standard�
EDI Front End�
VAN �
�
I1�
New�
EDI-Front End�
Message Multiplexer�
�
I2�
New�
Message Multiplexer�
Multimedia Message Dispatcher�
�
I3�
Standard�
Message Multiplexer�
Standard Message Dispatcher�
�
I4�
New�
Multimedia Message Dispatcher�
Multimedia Applications�
�
I5�
Standard�
Standard Message Dispatcher�
Standard EDI Applications�
�
I6�
New�
Multimedia Applications�
External Multimedia Exchange�
�
I7�
New�
EDI-Front End�
EDI Pipe in External MM Stream�
�
I8�
New�
External Multimedia Exchange�
Secondary Transfer Infrastructure�
�
Table 1


�



At a more technical level, the data interfaces are simple: 


The external communication interfaces will be defined by the protocols used, like the X.400� suite.


The internal communication interfaces are built using inter process communication� and file exchange through the management of external viewers.





Interfaces to local systems can be either exchange of physical media, client/server base or file based over any industry standard communication mechanism, like local area networking. This is very site dependent. 


Networking Requirements


The networking requirements vary depending on the type of objects, their number and the frequency of exchange. As a minimum requirement a basic rate ISDN interface will be needed. This access provides at least 128 Kbps bandwidth (lossless compression can improve the binary rate). Which is sufficient for usual applications.


The most used data communication services nowadays, besides those provided over basic telephony like fax and modem communications, are X.25 and Frame Relay.


X.25 (based on the CCITT X.25 recommendation) is a packet switching protocol with error protection defined for public networks. Operating at the OSI 3 level. X.25 is adequate for asynchronous communications over narrowband networks with multiple virtual connections.  The common access technology is through leased lines and specific equipment (i.e.  Routers or PADS) that handles the fragmentation and encapsulation of the higher layer protocol data units and do the appropriate address mapping (i.e.  MAC addresses to an X.25 address number).


Frame Relay  (based on ANSI  T1.618,  ANSI T1.606, ITU I.122, ITU I.233 recommendations), was developed to overcome the limitations of X.25 in a high-speed environment. It was designed for wide-area back-bones connecting LANs or communication controllers, but in practice, frame relay can be used in two different ways: as a pure framing protocol over leased-line services and to build switched networks. Frame Relay itself covers up to the OSI  2 level and eliminates the detection and protection  from errors given the quality of the networks (BER < 10E-7). Bandwidth goes from 56 / 64Kbps to 1544 / 2048Kbps


�
Some samples may illustrate the expected performance in terms of estimated transmission time (ETT) over an ISDN basic rate interface:





Object Type�
Sample Size�
ETT�
Comments�
�
Medical Image�
1 MB�
1 minute�
1200x800x8bit (e.g. Chest X-Ray at 75dpi)�
�
Photograph�
150KB�
10 seconds�
640x480 pseudocolor�
�
ECG file�
40KB�
3 seconds�
12 derivations�
�
Table 2


Management Requirements


The management of such an environment is more complex than in conventional EDI, as several new tasks have to be fulfilled. What is important is that every multimedia object or reference transmission has an associated EDI transaction it relies on.


Synchronisation of EDI transaction with the generation or availability of the multimedia information. This means that the necessary information for the transaction to take place has to be available to the gateway at time. This implies a thorough workflow analysis together with a in depth technological study with the objective of completely defining origin, format, interfaces  and timing of data.


The same applies for the reception of information, as it may be necessary to distribute prior to viewing and always co-ordinated with the originating transaction.


There has to be a stable referencing scheme in order to uniquely identify the transactions and the related data.


If the multimedia objects are carried over a separate channel, the only logging that can be defined at this point is conventional edifact based and performed by the VAN provider. This has to be realised and properly supported by parallel mechanisms.


The necessary resources have to be made available to handle the multimedia data in the system, that is,  proper storage, communication and viewing facilities are needed.


Error handling


Error handling is mainly related to the issues outside the EDI environment, which is:


Errors due to unavailability of the referred local data.


Errors due to unavailability of the referred remote data.


Errors due to incorrect access parameters


Errors due to transmission over the parallel channel


�
Errors due to unavailability of the configured viewing or handling applications


Errors due to unavailability of resources (e.g. local storage space)





Other procedures have to be handled and notified within the conventional EDI transaction.


� Cited with permission of M.Whitaker, editor of EWOS PT032 Report. All rigths still belong to CEN.


� European Workshop for Open Systems. Project Team 032.


� UN/EDIFACT CD 9735-8. Associated Data in UN/EDIFACT Data Interchange


� ITU X.400 Series Recomendations. Information Technology - Message Handling Systems (1988,1994)


� Not to be confused with the Unix Interprocess Communication (IPC) facility.
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